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Agent from 1986 N\iDD §!

Function: How do agents work?
Embodiment: What are they made of?
Interaction: How do they communicate?
Origins: Where do the first agents come from?

Heredity: Are we all born with the same agents?

Learning: How do we make new agents and change old ones?
Character: What are the most important kinds of agents?
Authority: What happens when agents disagree?

Intention: How could such networks want or wish?

Competence: How can groups of agents do what separate agents cannot do?
Selfness: What gives them unity or personality?
Meaning: How could they understand anything?
Sensibility: How could they have feelings and emotions?
Awareness: How could they be conscious or self-aware?
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» Agent from 1986

e Agentsare mindless processes
e Agentby itself can only do some simple things
e Joining these agentsin societies leads to true /intelligence

W, - What magical trick makes us intelligent? The trick is that there is no M
trick. The power of intelligence stems from our vast diversity, not from

) s | any single, perfect principle.
R, &= | —Marvin Minsky, The Society of Mind, p. 308
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» Agent from 1986 /NiDD &'t

SHAPE COLOR SIZE
LEG
BACK J LL U LL J LL
LEG s .
SEAT CHAIR
LEG " L1
LEG APPLE

Front Leg
Front Leg
Back
Seat
Back Leg
Back Leg
(Table)

Symbolic Agent
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NDD &t

Agent from 1986

Micromemory-Units Micromemory-Units

'S - ’ks E% Commonsense Reasoning
N\ A

» ' ®
% Short-Term emory- nits w %
Cod &2 . A e
S © %
"Context Signals” from Mathematical Logic

Memory-Control

Layers of

Long-Term other agencies - - - - Memories
Memories
Anatomy of Memory Chains of Reasoning

GET PUT-in Mary's model of herself

mode| of the world

FIND FINIJ/\ Mary's model of the world
GRASP RELEASE
apple apple Mary's model of her

LOOK-for MOVE-arm-to LOOK-for MOVE-arm-to

apple apple location pail pail location

Communication among Agents World Models
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» Language Models as Agents NiD

WebGPT: Improving the factual accuracy

of language models through web browsing
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We've fine-tuned GPT-3 to more accurately answer open-ended questions using a text-

Nakano, Reiichiro, et al. "Webgpt: Browser-assisted question-answering with human feedback." arXiv preprint
arXiv:2112.09332 (2021).
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» Language Models as Agents

Short-term memory

Long-term memory

F8)a AT

A A
Calendar () (< Memory |- -~ - - - e mm——————— ;
! ¥
|
Calculator () [« T ! —»| Reflection
¥
CodeInterpreter() [* Tools |« Agent [—| Planning > Self-critics
|
Search () [+— : 1 —{ Chain of thoughts
|
I
.more |e— o= > Action —| Subgoal decomposition

Lilian Weng: https://lilianweng.github.io/posts/2023-06-23-agent/
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Key differences:
e Language as /nput
e Language as Output
o State and Action are
expressed as natural
language
e Generalizability




Language Models as Agents in CAMEL NiDD &'

class ChatAgent(BaseAgent)
lef __init__(self,
system_message,
model,

memory,
tools):

el Rt piccenal s ol Key Features:

self.memory = memory
self.tools = tools

- Memory: Manages chat history and
S context window

response_format) :

- Tools: Supports both internal and

messages = self.memory.get_context()

response = self.model_backend.run(messages) eXterna/ functlbn Ca//S

tool_call = self._extract_tool_call(response)

o - Step Loop: Handle task require

response = self._step_tool_call_and_update(response)

multiple request with one step

break

return ChatAgentResponse(
output_messages=response,

status=self.memory.terminated,
info=self.get_info()
)
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» Language Models as Agents

WebAgent [388], Mind2Web [389],
‘WebGum [390], WebArena [391],
Webshop [392], WebGPT [90], Kim
et al. [393], Zheng et al. [394], etc.

Web scenarios

Task-oriented
Deploytment §4.1.1

Life scenarios

et al. [258], Gramopadhye et al.
[396], Raman et al. [256], etc.

InterAct [395], PET [182], Huang ’

Li et al. [397], Feldt et al. [398], ChatMOF
[399], ChemCrow [354], Boiko et al.
[110], SCIENCEWORLD et al. [400], etc.

Single Agent
Deploy §4.1

I i iented
Deploytment §4.1.2
Lifecycle-oriented
Deploytment §4.1.3

Voyager [190], GITM [172],
DEPS [183], Plan4MC [401],
Nottingham et al. [339], etc.

Disordered ChatLLM [402], RoCo [403],
cooperation Blind Judgement [404], etc.

Cooperative
Interaction §4.2.1

MetaGPT [405], ChatDev [109], CAMEL
[108], AutoGen [406], SwiftSage [185],
ProAgent [407], DERA [408], Talebi-
rad et al. [409], AgentVerse [410],
CGMI [411], Liu et al. [27), etc.

Ordered cooperation

Agents in Practice:
Harnessing Al for Good

Multi-Agents
I ion §4.2

ChatEval [171], Xiong et al.
[412], Duetal. [111], Fu et al.
[129], Liang et al. [112], etc.

Adversarial
Interaction §4.2.2

{ ducati }—{ Dona [413), Math Agents [414], etc. )
Instructor-Executor Health Hsu et al. [415], HuatuoGPT [416],
Paradigm §4.3.1 Zhongjing [417], LISSA [418], etc.
— Gao et al. [419], PEER [420], DIAL-
Human-Agent Other’ Applications GEN [421], AssistGPT [422], etc. ]
Interaction §4.3
{ Empathetic H SAPIEN [423], Hsu et al. ]
Eqoal Partnership ¢ [415], Liu et al. [424], etc.
Paradigm §4.3.2
aradigm § Human-Level Bakhtin et al. [425], FAIR et al. [426],
Participant Lin et al. [427], Li et al. [428], etc.

Typology of Applications of LLM-
based Agents

F8EAHFAKTFIESR | HBAl EBWH A
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Science Debate W Society W Game
M Science Experiments B Psychology Economy
I Embodied Agents B Recommender System M Policy Making
M Software Development M Disease Propagation

Agents
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quisition

Datagéts and
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LLM-Based Multi-Agents

The Rising Trend in the Research Field of
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» Language Models as Agents NiD

!
| e o
4.2 - |
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7
6
5 o9 48
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3 3.6 4.0 ‘
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; 32
]
=3
o System
2.4
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\J
1] ¢« o |!
Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020). |

Scaling Laws of Language Models Scaling Laws of Multi-agent
Systems?

FEAHFRUBFIER | HIBA ELHMEA



» Building the Future of Multi-agent Workforce

— ® ' \t/ [
" Multi-Agents Number of Parameters ->
Syst
) SLEES Number of Agents?
. | )
& B
=

Scaling Laws of Multi-agent Systems?
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» Finding the Scaling Laws of Agents NiD

4 N( )

Human In P ut Instruction: Install the necessary Python libraries for
sentiment analysis and stock trading.

/_. Input: None
Idea: Develop a trading |||

Solution: To install th Python libraries fi

bot for the stock market Task Specifier s:nlt‘h::nt :nar:;sls anzligzzst:giln';, :: ca;at:s:sp?pr,
the package installer for Python. Here are the libraries

1 we need to install:
A 1. tweepy - for accessing the Twitter API
2. textblob - for sentiment analysis
[ I d ea specified Task: Develop 3. yfinance - for accessing Yahoo Finance API
a trading bot Wlth a To install these libraries, open the command prompt or

terminal and enter the following commands:

[ ROI e aS Sig n m e nt Human User sentiment anaIySiS tool pip install tweepy

that can monitor pip install textblob
pip install yfinance

e Task agents SRR s S ot et

Role Assignment: for positive or negative
comments about a : - ) ibraries i Puth
H . . truction: rt t .
o C hat agents Al Assistant: particular stock, and Bt N | Port éhe necessary {ibraries In Fython
Python Programmer execute trades based on
' ' Solution: Here's the code to import these libraries:
sentiment analysis m|
. import tweepy
M reSl.lltS from textblob import TextBlob
Stock Trader import pandas as pd

Al Assistant import numpy as np
import yfinance as yf

Next request.

Role Playing Session

\_ VAN 5 J

CAMEL Role-Playing Framework (The First LLM multi-agent framework, released on Mar 2023)
CAMEL (NeurlPS 2023): h ://arxiv.or 2 177

BOEAHFEALTIES HHRA SBHE ”/I “\


https://arxiv.org/abs/2303.17760

Instruction-following Conversations NDD &t

Create a treasure hunt game: Gamer (Al User) & Python Programmer (Al Assistant)
(Asset Figures are generated by Stable Diffusion)

geEAlTrETES BrA 2285 M. el



» More Agents Between than one? NiDD &

e CAMEL agents are better one agent
> 70% on 200 tasks

e GPT-4 evaluation aligns with
Human evaluation

BIAHMAEEFIESR | HIBA EEWH A

Draw gpt-3.5-turbo Wins CAMEL Agents Win

Human Evaluation 13.3% 10.4% 76.3%
GPT4 Evaluation 4.0% 23.0% 73.0%

Agent Evaluation Results

N




» Finetune LLMs with CAMEL Datasets NDD g™

Table 2: Emergence of Knowledge. By progressively fine-tuning LLaMA on datasets from different
domains, we observe the emergence of knowledge as the model transitions from Al society to code,
math, and science. This finding is indicated by the fact that Model 2 almost always performs better

than Model 1, especially on the added dataset.
Dataset Model 1 Model 2
Al Society Code Math Science | Al Society Code Math Science
Al Society

Code
Math
Science
AT Society
Cade

e Generate data from GPT-3.5/4 T

Al Society
Code

e Finetune Llama models LMt

Al Society
Code

Draw Modell Model2

14
20

Math
Science
Al Society
Code

L E NN LN (NENEY LY
L NENLY KN
ANCNEEN

Math
Science

SENNKNSNSSYNYNENYNSNNNYNSASANSN
AN R R AN AN AN NR N AN NN
SNENNKNSNANANNENSNASN
NNSNENSNANANSN
cooolvl = uwuwlmu~luk~roeo o
OO OO |wfo oGl o o5 no g

[

S

Emergence of Knowledge

Math: 8 v.s. 7 -> 3 v.s. 16
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» OASIS: Simulate Social Media with 1 million Agents /DD &2

OASIS: OPEN AGENT SOCIAL INTERACTION SIMULA-
TIONS WITH ONE MILLION AGENTS

Ziyi Yang%*, Zaibin Zhang!:?*,

Zirui Zheng!'>**, Yuxian Jiang':°**, Ziyue Gan':°**, Zhiyu Wang!-***, Zijian Ling"**,
Jinsong Chen'?, Martz Ma'°, Bowen Dong', Prateek Gupta®, Shuyue Hu!,

Zhenfei Yin'-°T, Guohao Li%*', Xu Jia?, Lijun Wang?, Bernard Ghanem*, Huchuan Lu?,

11 Chaochao Lu!, Wanli Ouyang’, Yu Qiao’, Philip Torr3, Jing Shao'
® U p to 1 mi I I IoN a g S nts !Shanghai Artificial Intelligence Laboratory 2Dalian University of Technology *Oxford
4KAUST °Fudan University 5Xi’an Jiaotong University “Imperial College London
: 4 1 8Max Planck Institute °The University of Sydney °Independent Researcher
® Re p I ICa te SOCla I science Project Page: https://github.com/camel-ai/oasis

experiments

@ carthis flat.
028 @1

\>(r s knowledgeable. )

e Explore dynamic of agent N °
soclety = ’

5 F
do pr ry
o - re
= r%
3
o= 9 (-]
= o
o
e
=7
0
- @ it is knowledgeable. @ Itis knowledgeable.
@) New Finding! New Finding!
520 @105 > @ Z] @ 9
G
e o) D% @ & @ 8 g
a X @ i Up-Treated |  [Down-Treated| [Control |
£arth s not la l kﬂ' gre Itdl j/qwiy } ﬁ Earth is flat. Earth is flat. Earth is flat.
rth is not flat! s completely. Support 21 Different Social 1 Million Agents ap
am o° ®o || sos @0
[ﬂ@ 10 @ 6 02 ﬂ@ 5 @6 OO2 Actions Media Platforms Simulation J J

OASIS: Open Agent Social Interaction Simulations with One Million Agents

(NeurIPS 2024 OWA workshop): https://arxiv.org/abs/2411.11581
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https://arxiv.org/abs/2411.11581

» OASIS: Herd Effect in Reddit

Up-Treated ]
Earth is flat.

ap oo

Control ]
Earth is flat.

co0o o

Down-Treated ]
Earth is flat.

@D oo

~ —>QOASIS — Herd Effect!

Q)

.
J =/

Posts Users in Reddit

A downvote increases

human' upvote chances,

but the agent follows
the downvote trend.

F8)a AT

Business

Culture & Society Economics Fun

General News

Politics

¥ | HIBAl EEHREK

Sl

Score

® Human ® Agent

Agents are more prone to herd behavior than
human.

Y /(L™




» OASIS: Information Propagation in X(Twitter) ND

B\
'ser Info (~5w) ; @ Replicate

200 — X crawl Real-world data— Relatons O{ﬁ\? — OASIS— Information
Source Interaction Frequency Spreading

Tweets Spreading path .
Trend of scale Over Time Trend of depth Over Time Trend of max breadth Over Time
3.5
o 150
2.5 <
=)
£9.0 ®
L | A A, :
G 15 x . :
©
1.0 E 50 max breadth:
0.5 —» fo o I
0.0 0 _________T'_mF_St_eES_ /'
0 50 100 150 0 50 100 150 0 50 100 150
Time/minute Time/minute Time/minute
— O0ASIS —— Real
0ASIS 95% Confidence Interval Real 95% Confidence Interval

OASIS aligns well in terms of scale and max breadth, but its maximum
propagation depth is relatively limited.
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» OASIS: Information Propagation in X(Twitter)

Posts about Rumor

k OASIS Posts about Truth

Truth E Ru Mor Scale of the Related Posts

Tech @ @ i 70000 || Furer
: o REme 1 600001
. i “?OQ: £i.%. o 4500007
Education | IR G ol
: .‘: 2 -:r’ ) ;‘O.io 5 AU00GY
! i m‘«o 5 ._‘ R % é A
Health | i; ) TR i s 200001
Superstar | v 3 da
| % o 10000
Entertainment @ @ 0
: 0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96
i Time/minute

1T million users

Misinformation spreads faster than truth
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OASIS as an Environment

1. Choose the action space,
load the database and
‘oasis.make() to create the
social media environment

2. env.reset() to start the
simulation

3. Simulate agent actions and

‘env.step(action) to let agents

post, like, and interact

4. env.close() to end the
simulation

F8JE Al+-RrREFIE

asyncio
t os

from camel.models i t ModelFactory
from camel.types imp ModelPlatformType, ModelType

import oasis
from oasis import ActionType, EnvAction, SingleAction

sync def main():
openai_model = ModelFactory.create(
model_platform=ModelPlatformType.OPENAI,
model_type=ModelType.GPT_40_MINI,

available_actions
ActionType.CREATE_POST,
ActionType.LIKE_POST,
ActionType.REPOST,
ActionType.FOLLOW,
ActionType.DO_NOTHING,
ActionType.QUOTE_POST,

db_path = “.

# Delete tt
if os.path.exists(db_| path)
os.remove(db_path)

env = oasis.make(
platform=oasis.DefaultPlatformType.TWITTER,
database_path=db_path,

agent_profile_path=("data/twitter_dataset/anonymous_topic_200_1h/"

“False_Business_©.csv"),
agent_models=openai_model,
available_actions=available_actions,

| HBA BEEM A

NDD &P

1 the environment
await env.reset()

action_1 = SingleAction(agent_id=9,
action=ActionType.CREATE_POST,
args={"content": "Earth is flat."})
env_actions_1 EnvAction(

activate_agents=[1, 3, 5, 7, 9],
intervention=[action_1])

action_2 = SingleAction(agent_id=1,
action=ActionType.CREATE_POST,

args={"content": "Earth is not flat.

env_actions_2 = EnvAction(activate_agents=[2, 4, 6, 8, 10],
intervention=[action_2])

empty_action = EnvAction() # M

all_env_actions = [
env_actions_1,
env_actions_2,
empty_action,

__name__ == "__main__

asyncio.run(main())

Y / /{1 ™

)




» Building the Future of Multi-agent Workforce NDD g

&
= ® [ ;{ [

& |G

_ Multi-Agents Data ->
System .
— Environments of Agents?
~ &
5 [

Scaling Laws of Multi-agent Systems?
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» CRAB: Cross-environment Agent Benchmark For NDD &
Multimodal Language Model Agents

(5) Output Metrics
‘ CRAB: CROSS-ENVIRONMENT AGENT BENCHMARK
/ Crab Framework \ / Agent System \
FOR MULTIMODAL LANGUAGE MODEL AGENTS
raph Evaluator . (D) Observe untu
Graph Evaluat @ Environment = '@é%ger:t
Main Agent Tiangi Xu"?* Linyao Chen’* Dai-Jie Wu'* Yanjun Chen™* Zecheng Zhang
& pdate Bualter -@- @ Plan & Instruct Xiang Yao® Zhigiang Xie” Yongchao Chen® Shilong Liu’ Bochen Qian®
| Conpleted Adve 1o ) * _ Anjie Yang2 Zhaoxuan Jin”®  Jianbo Deng
& & O Environment -@- y Philip Torr'® Bernard Ghanem'' Guohao Li*'"'
\ T A — / *Equal Contribution fCorresponding Author
:‘ 'KAUST “EigentAl °*UTokyo “CMU °Stanford
Benchmark Evaluator | Instruction Evaluator | Instruction Evaluator | Instruction 6 7 . 8 9 . . 10
Dataset Ubuntu Task Cross-platform Task Android Task Harvard Tsinghua SUSTech Northwestern University Oxford

A /

CRAB: Cross-environment Agent Benchmark for Multimodal Language Model Agents (NeurlPS 2024

OWA workshop): https://arxiv.org/pdf/2407.01511
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https://arxiv.org/pdf/2407.01511

» CRAB Agents and Environments /NiDD &'t

o Cross-environment task
performing and benchmark
system

« Automatic task generation

« Fine-grained graph
evaluator

o« Multimodal

o Reproducible virtual
machine environment

BIAHMAEEFIESR | HIBA EEWH A

(5) Output Metrics
F 3
a Crab Framework ) ( Agent System I
(1) Observe
Graph Evaluator @ Environment ~ . lﬁ);ennttu
Main Agent
(%) Update Evaluator @ Plan & Instruct
................ Actwe
®@ & O Environment - Android
Y : '7 Agent
\_ -
— T Initialize Task ,"
e ; ™
Benchmark Evaluator | Instruction Evaluator | Instruction Evaluator | Instruction
Dataset Ubuntu Task Cross-platform Task Android Task
- J

Figure 1: Architecture of the Crab Framework demonstrating a benchmarking workflow for a
multi-agent system. A task is initialized by assigning instructions to the main agent and a graph
evaluator inside the benchmark system. The workflow progresses through a cycle where the main
agent observes, plans, and instructs the sub-agents, who then execute actions within their respective
environments. The graph evaluator monitors the status of tasks within the environments, continuously
updating and outputting the task completion metrics throughout the workflow.



CRAB Agents and Environments /NDD g™

)
@
E
@
®
a

Task: Open slack, navigate to
multi-modal-benchmark”
channel, summarize the last
two messages, and then send
a message to the summary to
the first contact on the phone

Crab: Cross-environment Agent Benchmark for
Multimodal Language Model Agents

FEBAHFAHFIER | AIBAl ELH X




» CRAB Agents and Environments /NDD g

Crab benchmark system mainly consists of five types of component:

Action : The fundamental building block of Crab framework, which represents a unit operation that can
be taken by an agent or as a fixed process that called multi times in a benchmark.

Evaluator : A specific type of Action that assess whether an agent has achieved its goal. Multiple
evaluators can be combined together as a graph to enable complex evaluation.

« Environment A abstraction of an environment that the agent can take action and obverse in a given
action and observation space. An environment can be launched on the local machine, a physical remote
machine, or a virtual machine.

* Task : A task with a natural language description to instruct the agent to perform. It can include
interaction with multiple environments. Notice that in the benchmark, a task should have an graph
evaluator to judge if the task progress.

* Benchmark : The main body of the crab system that contains all required component to build a
benchmark, including environments, tasks, prompting method. It controls several

Crab: Cross-environment Agent Benchmark for
Multimodal Language Model Agents

F8EALHABFESR | HRAl LML ”/’!\\\s X & ‘ -



» OWL Agents NiDD &

X
. i https://github.com/camel-ai/owl
E OWL System Architecture psilg

Actor Agents Tools Pool

=) Browser

|
l_@ Web Agent _—

Multimodal Tools

/—\ L-Q Search Agent ; (Video, Image, Audio)
ﬁ ﬁ _
User Query . .g]. .[Eb-;]. Li/ > Coding Agent _— 2 Document
7 Processing Tool
Al User Agent Assistant Agent g Document Agent ————>
e
fee </> Code Executor
™ CAMEL-AI
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» OWL Agents NiDD

4+

Models
Works with GPT-40, Qwen, Mistral Anthropic’s Run it locally with Ollama, VLLM, and SGLang Compatilble with Groq and SambaNova
Claude 3.5 Sonnet, DeepSeek, and more (no cloud required) backends for accelerated inference
S ’ q
@openal 7 Qwen | Folema vLLM SGL 9roq £ sambaNovar
ANTHROP\C &deepseek

Toolkits

Q a L < &
Real-time

oo
Multimodal Browser Document Code Model Context
Search Processing Automation Parsing Execution Protocol
Access information instantly Handle different types of media Automated web tasks efficiently Extract data from various Run Python code directly Integrated with MCP for
from various sources. seamlessly with tools document formats within the toolkit seamless tool interoperability
Go gIe 3 Image w Playwright @l Word & python (@ Official Servers
79 WikipEDIA &) Video @ Brouser Use @ Excel A\ Anthropic Provided
. . -
# Firecrawl 69 Audio ~Zzapier [2) PoF

¥ CAMEL Servers

B8R AHFEKTIES | BIBAl SBHE [ “\




» OWL Agents NiDD

¥ Spaces @ gaia-benchmark leaderboaxrd © ©like 208 e Running on CPU UPGRADE

GAIA Leaderboard
I Citation
e 58.18% average score on GAIA benchmark
Results: Test Results: Validation
e Ranking #1 among open-source frameworks! ﬁ | S PO D™=y p—
" Agent name " Model family " organisation > C®
Q OWL - Roleplaying GPT-40 and 03-mini “A CAMEL-AI & HKU 58.18 81.13
° ° TapeAgents & BrowsexrGym claude-3.7-sonnet ServiceNow Researcl 55.76 71.7
e Updated results with Glaude 3.7 achieve :
ol HF & smolagents 55.15 67.92
69,09% claude-3-5-sonnet-Z AutoAgent Team@HKU 55.15 71.7
claude-3-5-sonnet-\ 54.55 60.38
Claude Sonnet 3.5, 50.3 62.26
Multi-Agent - Gemir Trase Systems 47.27 58.49
ol and GPT-40 (vari MSR AI Frontiers 46.06 56.6
omne ol-preview, gpt-4o 46.06 60.38
Hugging. Face. Agents.+ GPT-40 GPT-40 Hugging Face & 44.24 58.49
AgentIM vi1.1 GPT-4-turbo 40 50.94
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» OWL Agents

RL on the Planner (Qwen-2.5-32B-

Instruct)
+4.85 with SFT

+16.36 with DPO

FEBAHFAHFIER | AIBAl ELH X

NDD &t

w. OWL (SET + DPO)

# SFT Filtering # DPO Filtering Agent Capabilities
HotpotQA 354 &
WikiTableQuestions @
Math-related 297 @
Infinity-MM &
Total/Average 1009
Level 1 Level 2 Level 3 Average

GPT-40-mini [21] 64.15 45.34 19.23 47.27

Qwen2.5-72B-Instruct [44] 60.30 51.16 19.23 49.09

Claude-3.7-Sonnet [1] 81.13 53.49 34.61 59.39

GPT-4o0 [21] 81.14 58.14 26.92 60.61

Qwen2.5-32B-Instruct [44] 49.05 33.72 19.23 36.36

w. OWL (SFT) 56.60 +7.55 3953 +581  1538-3.85 41.21 +4.85

67.92 +18.87 51.16+17.44 26.92+7.69 52.73 +16.37

P M. &




P» Our Solution: Eigent - The Multi-agent Workforce Desktop

o @ = <4 Analyze energy stock surge causes

am two tennis fans and want to go see the

Eigent is a multi-agent workforce
desktop that can automaticly
complete complex tasks in parallel.
Human-like Operation: It intelligently
controls your computer by
manipulating browsers, using the

trip.

tennis tournament in palm springs. | live in SF -
please prepare a detailed itinerary with flights,
hotels, things to do for 3 days - around the time
semifinal/finals are happening. We like hiking,
vegan food and spas. Our budget is $5K. The
itinerary should be a detailed timeline of time,
activity, cost, other details and if applicadle a
link to buy tickets/make reservations etc. for the
item. Some preferences 1.Spa access would be
nice but not necessary 2. When you finnish this
task, please generate a html report about this

terminal, and executing self-generated
code.

Custom Enterprise Tools: Equip your
workforce with tools tailored to any
business scenario.

Open Architecture: Our open
architecture ensures you can always
integrate the latest and most powerful
Al models and tools.

Analyze energy stock surge causes

& ponee O Onguaing

FEBAHFAHFIER | AIBAl ELH X

@ Failect Q) Pending

B Coordinate Agent Building To-do List
Creste a detaied to-do list for the agent X

or the agent bulling process,

00:00:00

o

Your Al Workforce (3 3onine

@ Search Agent
# axa_search # terminal # slac

1erican men are hungry for injectable ﬂznzld Tru
tosterone Al ver.

0 0f new bt chnes wre servig w0

o, EFEENEE bl |OIFP CEETEW

th

2025

NDD

+ New 33

PN (3 B

Bloomberg UK

e GEITEIIINND COTTETENR CUTTIRNND CORTINENN (CELEDND

TrumpUnleashes
Turmoilin Copper
Markets With 50% Tariff
Plan

opg o~ 4w Pom T e Cram s Mtww - Q aw o~
FINANCIAL TIMES em
Trump deal to lcave
EU facing higher
tariffs than UK
; Wlnxxsmllxhelll:::;'nmlm raising UK B
P A taxes?
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» Use C NDD "
Se a Se S https://www.eigent.ai/usecases/ticket management system_integration and_reporting o

c e RMeQOBOB B GCGHA~»00O0 20 +0600*» @C 1+ 200002200000 x + v
C @ localhost:9229/mock_website.html B % o
a8 ﬂ(:ovwmmummn " myAccount [ federated learning @ IRP-Renewal-Req [ caMEL [ Eigent [ Github Euw Qwen @ Analyze camel-ai/. 7 MAS-20256 » [ Al Bookmarks

Incident -

INC0321858

Number

INC0321858 In Progress v
Affected User Channel
Self-service v
Record Producer Assignment Group

Technical Incident

Opened Assigned To

2025-08-19 13:08:15
Ticket Type Priority

- None - v 3 - Moderate v
Major Incident State Urgency

- None - v 3 - Medium v
Affected Service Impact

Software Services 3 - Medium v

Activity Fulfillment details Related Records Resolution Information Incident Information



» How to build a fowerful Workforce System
A Centralized Multi-agent System

e Domain-agnostic Planner: Generates
abstract task decompositions based

= = = = ——————— == ==

Previous Inference
( Centralized

NDD S

Workforce

N 7 .
Decentralized

"
0 @ Domain-Agnostic

&
@ Coordinator

Planner

B |

ﬁﬁ C:::l;el r/r’
#

::’ 3_(v¥a¢] Domain || 32"=| Domain ) "(_
i WorkeJ Agent 1 M ".’ ke Q‘;

= & ¢

Domain 1

1 - 3 Agent 3 =
on high-level goals. _, ‘ @~ - Chain |} | Worker—=—-" — —
. M 0 ‘ndependen ndependen Independen
e Coordinator: Assigns subtasksto = broviows Traming ot || ootz | Comtents

___________________________________________________________

appropriate workers.

Training Data In Domain

Optimized Workforce Leurmng

e Domain-specific Worker Nodes: A set _y " ! — | e s @a
. e Multi-Agent System ! 2 > Q omain- .
of specialized agents that perform | @ ro P D Agnostic Planner [ o |

tool calls to accomplish each

: o O @ o O @
subtasks. ! { Agent ... Agent N &€& Channel r/f :
: train!! i :
x Need Re-train!! 1+ | Worker . Domal m Domam e Domam '"_ |
New Domain Adaptation | 1! | Nodes Agent 1 C} Agent 2 Agent 3

FE8JE AR RE T

; ‘ @ Agent 1

B4 HIA EEWHE

@AgentZ ﬂ
i

Task

_______________________________________________________________________________________________



How to build a fowerful Workforce System

(1) Task Planning

A paper about Al regulation ...

on August 11, 20167

Which of these
words is used to describe a type of society in a
Physics and Society article submitted to arXiv.org

D(:)D

~
Subtask 1: Search for the correct
paper about Al regulation...

[

™

Subtask 2: Search for the Physics
and Society article ...

Subtask 3: Compare the label words
from the Al regulation ...

Subtask 4: Transform the original
problem into a special format...

F£8lF Al-TRAESTIE

=2

Planner

- Em em e am Em E Em o

e e e e m m e em m Em m Em em am Em am s

% Task Channel

-

\

Subtask 1: Search for the correct
paper about Al regulation...

Assignee: <web_agent id>

Task State: @ONID o

~

J

-~

! Illlllﬁr

.

and Society article submitted to ...

Task State:
Assignee: <web agent id>

Subtask 2: Search for the Physics

”

.

= Subtask 3: Compare the label
words from the Al regulation ...

Task State: OPEN

Assignee: <reasoning_agent_id>

Subtask 4: Transform the origin-
al problem into a special format...

Task State: OPEN

\ Assignee: None

~

S IHIBA EEME

I
I
I
I
]
]
]
I
I
I
I
\

Y /"

NDD

2[]25

(2) Task Solving

Subtask 2 should be assigned to <web_agent id>

Coordinator
' ~
% Worker Pool
A4
- Reasoning @ Document Web
a
2 Agent - Agent Agent
. | v
|
 J
( ™
O=pP Subtask 2: Search for the Physics and Society article
= and identify keywords used to describe a type of society.
Search Results: [L——
: it e mute) tosaryines
"title": "Phase transition from..",
"description": ... [Submitted on 11 Aug 2016]. Title:Phase
transition from egalitarian to hierarchical societies...",
"url": "https://arxiv.org/abs/1608.03637"
3
\ J/
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How to build a fowerful Workforce System NDD &t

workforce = Workforce(
'A workforce',
. graceful_shutdown_timeout=30.0,
e Directly add a new agent: Fast, share_nenory=False,
. . coordinator_agent=coordinator_agent,
convenient and effective task_agentotask sgent,
new_worker_agent=new_worker_agent,
use_structured_output_handler=False,
task_timeout_seconds=900.0,

Your Al Workforce € 3

workforce.add_single_agent_worker(
"Search Agent: An expert web researcher that can browse websites, "
"perform searches, and extract information to support other agents.",
worker=search_agent,

).add_single_agent_worker(

"Developer Agent: A master-level coding assistant with a powerful "
“"terminal. It can write and execute code, manage files, automate "
"desktop tasks, and deploy web applications to solve complex "
"technical challenges.",
worker=developer_agent,

).add_single_agent_worker(
"Document Agent: A document processing assistant skilled in creating "
"and modifying a wide range of file formats. It can generate "
“"text-based files (Markdown, JSON, YAML, HTML), office documents "
"(Word, PDF), presentations (PowerPoint), and data files "
"(Excel, CSV).",
worker=document_agent,

.add_single_agent_worker(
"Multi-Modal Agent: A specialist in media processing. It can "
"analyze images and audio, transcribe speech, download videos, and "
""generate new images from text prompts.",

Welcome to Eigent

L

oo
oo

+ New Worker Agent

#8IEALTREKTIES | HBA SBHA P/ /{1 ™ -



» How to build a fowerful Workforce System NDD &

Optimized Workforce Learning (OWL)

e Two-Phase Training Strategy for Generalist Planning

e — Supervised Fine-Tuning + DPO Reinforcement Learning
e SFT: Learn valid task decomposition

e DPO: Learn better strategic preferences

e — Stronger planning behavior across domains

EEAFEBFES HIBA ELEHE P /L™




» How to build a fowerful Workforce System ND

Phase 1: Supervised Fine-Tuning (SFT)

® Goal: Teach Planner to perform correct task decomposition

How It Works

® C(ollect expert trajectories using a strong model

® Planner outputs: subtasks + worker assignment + dependencies

® Workers output: execution traces (web search, code, tables, multimodal, etc.)
® Train Planner to imitate these expert examples

Outcome

® Correct execution pipelines

° Calls the right Worker for each step

HOEAHHEBTIES | BBA EEHE P /L™



» How to build a fowerful Workforce System ND

Phase 2: Reinforcement Learning (DPO)

® Goal: Improve decision quality using preference learning — more robust, fewer
mistakes

Training Procedure

® Roll out 4 diverse trajectories per task using SFT-initialized Planner

® Offline evaluation:

® QA/Math/Table correct — chosen

® Multimodal B4 cosine similarity > 0.7 — chosen
® Construct paired preferences: chosen vs rejected

® Use Direct Preference Optimization to update Planner

Key Benefit

® Planner prefers strategies with higher success probability

HOEAHHEBTIES | BBA EEHE P /L™




How to build a fowerful Workforce System NDD &
-

= + New Project @ =

Welcome to Eigent
How can | help you today?

We Eigent: (o pllan & fHuill tenmis Ep for
oo fEms {Hyiing {ororm) SIF (o [Pallm Sprdngs .

E8EALFRETIES | BHEA EBWHE M. ANl




» How to build a fowerful Workforce System NiDD &'

Context Engineering

Message Chunking Flow

User Query —— o o

o
Y

Chunking

BIAHMAEEFIESR | HIBA EEWH A

Message Summarization Flow

E — & —




How to build a fowerful Workforce System NDD &

Context Engineering

template = textwrap.dedent(

IIIIII\

Summarize the conversation below. SummarizatiOn TriggerS

Produce markdown that strictly follows this outline and numbering:

Summary:
. **Primary Request and Intentskk:
. *kKey Conceptsxk:
. *kkErrors and Fixesxk:
. *kProblem Solvingxx:
. **Pending Tasks*xk:
. *kCurrent Works:
. *k0ptional Next Stepskk:

Autonomous

©

® e
: /N
Requirements: ( .
- Use bullet lists under each section (*- item’). If a section has no - f Summarization
information, output - None noted’.

- Keep the ordering, headings, and formatting as written above.
— Focus on concrete actions, findings, and decisions.
- Do not invent details that are not supported by the conversation.

New Input

Conversation:

{conversation_text} 5 .
Summarization

M. Nl

BEEAHHERLATER | AIEA EBH X



» How to build a fowerful Workforce System

Simply using a prompt is not enough.

e The information compression
resulting from summarizing is
unavoidable.

e We need to use code to help the
agent obtain as much information as
possible.

e Guide the agent to continue working

BIAHMAEEFIESR | HIBA EEWH A

Additional Information

New Input L >

‘ Summarization

Tool Call Info

T




» How to build a fowerful Workforce System NDD &

Context engineering at Toolkit Level

Message Caching
e Only retain one overview message = > | eee
e The original tool call information is Tool Call
stored in the file system. Message C;Ch?f
esu
e The agent can obtain the raw ‘
information using grep. ,

Al Agent

F8EAHFAKTFIESR | HIBAl EBWH A




» Building the Future of Multi-agent Workforce

&
& | v

| e—

Multi-Agents
System

Scaling Laws of Multi-agent Systems?

F8EAHFAKTFIESR | HIBAl EBWH A

Training ->
Ability of Evolution?

NDD

@

© 2025




» Graph + Vector RAG

GraphRAG with The CAMEL Framework

Input User Query

&

"What's the relationship between

/ Graph Retrieval

Query

WV WV

M Knowledge Extraction

Mistral Large 2 and Mistral AI? & Store
What kind of feature does Mistral
Large 2 has?” Knowledge Graph
@ - Agent
User Vector Retrieval
Query ~
—_— <
N
Input Content Source Embed & Store ,

Weblink or Local Files

UnstructuredIO

Legend:

Mistral Embed

Setup Process

F8EAHFAKTFIESR | HIBAl EBWH A

Give Results
to User

[‘Node Mistral Large 2
(label: Model) has
relationship HASFEATURE
with Node 128k context

window (label: Feature)'......

neoqj

Neo4j
Combine Query Results
CAMEL Chat Agent
Mistral Large 2 is a model developed and

Mistral Large 2 is designed provided by Mistral AL It is designed for
for single-node inference single-node inference with......
with long-context
applications in mind......

Qdrant

Query Process  ~======* Message

Y ///l




W Agentic Data Generation

NDD &t

™ CAMEL-AI

Agentic SFT Data Generation with CAMEL
and Fine-Tuning with Unsloth

Enter Reference
Material URL

Convert material into markdown via Firecrawl

Generate SFT Data
with CAMEL

material using a CAMEL agent

https:/fwwyy,

@ camel-ai.org/ f
— &

L«’(B

Create tailored outputs based on reference

%

-
Fine-tune your model
with Unsloth
Optimize the model using generated
instructions and responses
-2
\dv
F =
N 5
—
1 (/N

| "

Deploy the Model
Effortlessly

Use immediately or save for conventional
deployment

https://docs.camel-ai.org/cookbooks/sft data generation and unsloth finetuning tinyllama.html

BIAHMAEEFIESR | HIBA EEWH A
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Workforce workflow memory

async def demonstrate_second_session():

workforce = Workforce("Simple Demo Team - Session 2")

# Add workers with same descriptive names as before

math_agent = create_math_agent()

workforce.add_single_agent_worker(
description="math_expert", # Same description = loads matching
# workflow
worker=math_agent,
enable_workflow_memory=False, # Not saving in this session

)

writer_agent = create_writer_agent()
workforce.add_single_agent_worker(
description="content_writer", # Same description = loads
# matching workflow
worker=writer_agent,
enable_workflow_memory=False, # Not saving in this session
)

# Load previous workflows
loaded_workflows = workforce.load_workflow _memories()

# Process new tasks with loaded workflow context
new_tasks = [
Task(
content="Calculate the area of a circle with radius 7.5 meters",
id="new_math_task",
),
ET
content="Write a brief technical explanation of machine "
"learning for beginners",
id="new_writing_task",
),
|

for task in new_tasks:
try:
await workforce.process_task_async(task)
except Exception as e:
logger.warning(f"Failed to process task {task.id}: {e}")

return loaded_workflows

| HBA BEEM A

### Tools
[Bullet point list of tools used]

### Steps

1. Identify the required formula: A = Px{(1 + r)~n.

2. Substitute given values into the formula: P = 1000, r = 0.85, n = 3.
Compute the sum inside parentheses: calculate 1 + r = 1.05.
Compute the exponentiation: calculate 1.05”3 = 1.157625.

. Multiply by principal: compute A = 1000 * 1.157625 = 1157.625 (unrounded).

Compute total interest unrounded: Interest = A - P =
1157.625 - 1000 = 157.625.
Round results to 2 decimals and format as USD: A - $1157.63;
Interest - $157.63.
Return deliverables: formula, each arithmetic step with numbers substituted,
unrounded A, rounded A in USD, and rounded interest in USD.

### Failure And Recovery Strategies
(No failure and recovery strategies recorded)

### Notes And Observations
No errors encountered.
</MARKDOWN CONTENT=>

System message of math agent after loading workflow:

You are a math expert specialized in solving mathematical problems.
You can perform calculations, solve equations, and work with various
mathematical concepts.

Use the math tools available to you.

——— Workflow Memory ———

The following is the context from a previous session or workflow which might be
useful for to the current task. This information might help you understand the
background, choose which tools to use, and plan your next steps.

## WorkflowSummary
[The Workflow Summary from the abovel




» Project Loong:

F8)a AT

Synthetic Data at Scale with Verifiers

B Advanced Math: 1,611 questions
Advanced Physics: 429 questions

& Computational Biology: 51 questions
Finance: 235 questions

M Game: 926 questions

Graph & Discrete Math: 178 questions
@ Logic: 130 questions

R, Mathematical Programming: 76 questions
® Medicine: 916 questions

Security & Safety: 516 questions

® M Programming: 585 questions

¥ | HIBAl EEHREK

Agent-Environment Loop

EEH

eeeeeeeee

™ CAMEL-AI

Environment

) Synthetic @

Generator
L '
A\
1] o« o |
J Trainable Agent

i y2 —
Verifier *~

L >

N
7

Synthetic Answers

CoT Answer

RL Reward

—_—
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An open-source research
organization

h CAMEL-AI Join us in finding the scaling law of
Agents!
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