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Agent from 1986



Agent from 1986

● Agents are mindless processes

● Agent by itself can only do some simple things

● Joining these agents in societies leads to true intelligence

What magical trick makes us intelligent? The trick is that there is no 
trick. The power of intelligence stems from our vast diversity, not from 
any single, perfect principle. 

—Marvin Minsky, The Society of Mind, p. 308



Agent from 1986

Symbolic Agent



Agent from 1986

Anatomy of Memory Chains of Reasoning

Communication among Agents World Models



Language Models as Agents

Nakano, Reiichiro, et al. "Webgpt: Browser-assisted question-answering with human feedback." arXiv preprint 
arXiv:2112.09332 (2021).



Language Models as Agents

Lilian Weng: https://lilianweng.github.io/posts/2023-06-23-agent/

Key differences:
● Language as Input
● Language as Output
● State and Action are 

expressed as natural 
language

● Generalizability
● ….



Language Models as Agents in CAMEL

Key Features:

- Memory: Manages chat history and 
context window

- Tools: Supports both internal and 
external function calls

- Step Loop: Handle task require 
multiple request with one step



Language Models as Agents

The Rising Trend in the Research Field of 
LLM-based Multi-Agents

Typology of Applications of LLM-
based Agents



Language Models as Agents

Scaling Laws of Language Models Scaling Laws of Multi-agent 
Systems?

Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).
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Scaling Laws of Multi-agent Systems?

Number of Parameters ->
Number of Agents?



Finding the Scaling Laws of Agents

● Idea

● Role assignment

● Task agents

● Chat agents

CAMEL Role-Playing Framework (The First LLM multi-agent framework, released on Mar 2023)
CAMEL (NeurIPS 2023): https://arxiv.org/abs/2303.17760

https://arxiv.org/abs/2303.17760


Instruction-following Conversations

Create a treasure hunt game: Gamer (AI User) & Python Programmer (AI Assistant)
(Asset Figures are generated by Stable Diffusion)



More Agents Between than one?

Agent Evaluation Results

● CAMEL agents are better one agent 
> 70% on 200 tasks

● GPT-4 evaluation aligns with 
Human evaluation



Finetune LLMs with CAMEL Datasets

Emergence of Knowledge

Math: 8 v.s. 7 -> 3 v.s. 16

● Generate data from GPT-3.5/4

● Finetune Llama models



OASIS: Simulate Social Media with 1 million Agents

OASIS: Open Agent Social Interaction Simulations with One Million Agents
(NeurIPS 2024 OWA workshop): https://arxiv.org/abs/2411.11581

● Up to 1 million agents

● Replicate social science 
experiments

● Explore dynamic of agent 
society

https://arxiv.org/abs/2411.11581


OASIS: Herd Effect in Reddit

Posts Users in Reddit

Herd Effect!OASIS

Agents are more prone to herd behavior than 
human.

A downvote increases 
human' upvote chances, 
but the agent follows 
the downvote trend.



OASIS: Information Propagation in X(Twitter)

Crawl
Real-world data

User Info (~5w)
Relations
Interaction Frequency
Spreading path

OASIS

Replicate
Information
Spreading

200 
Source
Tweets

OASIS aligns well in terms of scale and max breadth, but its maximum 
propagation depth is relatively limited.



OASIS: Information Propagation in X(Twitter)

1 million users

Rumor

Tech

Education

Health

Entertainment

Truth

Superstar

Misinformation spreads faster than truth

Posts about Rumor

Posts about Truth



OASIS as an Environment

● 1. Choose the action space, 
load the database and 
`oasis.make()` to create the 
social media environment

● 2. `env.reset()` to start the 
simulation

● 3. Simulate agent actions and 
`env.step(action)` to let agents 
post, like, and interact

● 4. `env.close()` to end the 
simulation



Building the Future of Multi-agent Workforce

Data -> 
Environments of Agents?

Scaling Laws of Multi-agent Systems?



CRAB: Cross-environment Agent Benchmark For 
Multimodal Language Model Agents

CRAB: Cross-environment Agent Benchmark for Multimodal Language Model Agents (NeurIPS 2024 
OWA workshop): https://arxiv.org/pdf/2407.01511

https://arxiv.org/pdf/2407.01511


CRAB Agents and Environments

● Cross-environment task 
performing and benchmark 
system

● Automatic task generation

● Fine-grained graph 
evaluator

● Multimodal

● Reproducible virtual 
machine environment



CRAB Agents and Environments

Crab: Cross-environment Agent Benchmark for
Multimodal Language Model Agents

Task: Open `slack`, navigate to 
`multi-modal-benchmark` 
channel, summarize the last 
two messages, and then send 
a message to the summary to 
the first contact on the phone



CRAB Agents and Environments

Crab: Cross-environment Agent Benchmark for
Multimodal Language Model Agents



OWL Agents



OWL Agents



OWL Agents

● 58.18% average score on GAIA benchmark 

● Ranking #1 among open-source frameworks! 

● Updated results with Glaude 3.7 achieve 
69.09%



OWL Agents

● RL on the Planner (Qwen-2.5-32B-
Instruct)

● +4.85 with SFT

● +16.36 with DPO







How to build a fowerful Workforce System

● Domain-agnostic Planner: Generates 
abstract task decompositions based 
on high-level goals. 

● Coordinator: Assigns subtasks to 
appropriate workers. 

● Domain-specific Worker Nodes: A set 
of specialized agents that perform 
tool calls to accomplish each 
subtasks.

A Centralized Multi-agent System



How to build a fowerful Workforce System



How to build a fowerful Workforce System

● Directly add a new agent: Fast, 
convenient and effective



How to build a fowerful Workforce System

Optimized Workforce Learning (OWL)

● Two-Phase Training Strategy for Generalist Planning

● → Supervised Fine-Tuning + DPO Reinforcement Learning

● SFT: Learn valid task decomposition

● DPO: Learn better strategic preferences

● → Stronger planning behavior across domains



How to build a fowerful Workforce System

Phase 1: Supervised Fine-Tuning (SFT)

● Goal: Teach Planner to perform correct task decomposition

How It Works

● Collect expert trajectories using a strong model

● Planner outputs: subtasks + worker assignment + dependencies

● Workers output: execution traces (web search, code, tables, multimodal, etc.)

● Train Planner to imitate these expert examples

Outcome

● Correct execution pipelines

● Calls the right Worker for each step



How to build a fowerful Workforce System

Phase 2: Reinforcement Learning (DPO)

● Goal: Improve decision quality using preference learning — more robust, fewer 

mistakes

Training Procedure

● Roll out 4 diverse trajectories per task using SFT-initialized Planner

● Offline evaluation:

● QA/Math/Table correct → chosen

● Multimodal cosine similarity > 0.7 → chosen

● Construct paired preferences: chosen vs rejected

● Use Direct Preference Optimization to update Planner

Key Benefit

● Planner prefers strategies with higher success probability



How to build a fowerful Workforce System



How to build a fowerful Workforce System

Context Engineering



How to build a fowerful Workforce System

Context Engineering



How to build a fowerful Workforce System

Simply using a prompt is not enough.

● The information compression 
resulting from summarizing is 
unavoidable.

● We need to use code to help the 
agent obtain as much information as 
possible.

● Guide the agent to continue working



How to build a fowerful Workforce System

Context engineering at Toolkit Level

● Only retain one overview message

● The original tool call information is 
stored in the file system.

● The agent can obtain the raw 
information using grep.
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Training -> 
Ability of Evolution?

Scaling Laws of Multi-agent Systems?



Graph + Vector RAG



Agentic Data Generation

https://docs.camel-ai.org/cookbooks/sft_data_generation_and_unsloth_finetuning_tinyllama.html



Workforce workflow memory



Project Loong:

● Advanced Math: 1,611 questions
● Advanced Physics: 429 questions
● Computational Biology: 51 questions
● Finance: 235 questions
● Game: 926 questions
● Graph & Discrete Math: 178 questions
● Logic: 130 questions
● Mathematical Programming: 76 questions
● Medicine: 916 questions
● Security & Safety: 516 questions
● Programming: 585 questions



CAMEL-AI.org

Join us in finding the scaling law of 
Agents!

An open-source research 
organization

Thank You







扫码领取会议PPT资料

感谢聆听！
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